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Introduction

Introduction

This thesis presents an algebraic framework for constructing invariants of closed
oriented 3-manifolds by taking a state sum model on a triangulation. This method
has first been described by John W. Barrett and Bruce W. Westbury and was
based on work by Vladimir G. Turaev and Oleg Y. Viro. The underlying algebraic
framework consists of a spherical fusion category, that is, a Vectfdk -enriched abelian
monoidal category with a notion of semisimplicity in which we can take a generalised
trace of an endomorphism. From this category, we can construct the 6j-symbols,
which are determined by the associator of the monoidal category. By assigning
these 6-symbols to the triangulation of a manifold and summing over all possible
assignments, we get the Turaev-Viro-Barrett-Westbury invariant of the manifold.
It only depends on the homeomorphism class and orientation of the underlying
manifold. Lastly, we will calculate a Turaev-Viro-Barrett-Westbury invariant of two
manifolds explicitly and by that show that they can distinguish topological spaces
with the same homology and homotopy groups.
Historically, this type of construction was first done by Turaev and Viro in [TV92],
where they used a spherical fusion category constrcuted from Uq(sl2(C)) as the
category from which they constructed the 6j-symbols. Later, in [BW96] Barrett and
Westbury generalised this construction to spherical fusion categories which they
defined in [BW99]. Turaev himself also generalised his construction in [Tur16] to
work with so called unimodal categories. The calculations for lens spaces L(p,q)
and Vectω,fdG which we will perform at the end of this thesis have in part already
be done in [AC93], as the Turaev-Viro-Barrett-Westbury invariants for the category
Vectω,fdG resemble the Dijkgraaf-Witten partition functions of a closed 3-manifold as
defined in [DW90].
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1 Spherical Fusion Categories

1 Spherical Fusion Categories

In the following, we define the necessary categorical framework for this thesis. Most
of these definitions are taken from [EGNO15] chapters 1 and 4. First, we define
a type of semisimplicity for categories. We assume k to be an algebraically closed
field.

Definition 1.1. An additive category C is called k-linear if, for all objects x,y in
C, the set Hom(x,y) is equipped with a vector space structure over k such that
composition of morphisms is k-linear.

Definition 1.2. Let C be an abelian category. A subobject of an object x is a
monomorphism with codomain x. A nonzero object x in C is called simple if 0:0→x
and idx :x→x are its only subobjects up to isomorphism in the slice category C/x.
An object x in C is called semisimple if it can be written as a direct sum of finitely
many simple objects. C is called semisimple if every object in C is semisimple.

Definition 1.3. A k-linear abelian category C is finite if for any two objects x,y
in C, the k-vector space Hom(x,y) is finite dimensional and there are only finitely
many isomorphism classes of simple objects.

[EGNO15] requires more of category to be considered finite but we won’t need the
additional requirements in this thesis. These finite categories behave in some ways
similarly to the category of representations of a group. We can even generalise the
well known Schur’s lemma for these categories. We fix a set I of representatives of
simple objects.

Lemma 1.4 (Schur’s lemma). Let C be a finite category and a,b simple objects in
C. We have Hom(a,b)=0 if a and b are non-isomorphic and Hom(a,a)=k.

Proof. Let f :a→b be a nonzero morphism. Because ι :ker(f)→a is a monomor-
phism and a is simple, ker(f) has to be 0 and f is a monomorphism. As b is simple
and a is nonzero by definition, f is isomorphic to idb in C/b and therefore an iso-
morphism. This implies that Hom(a,a) is a finite-dimensional division algebra over
k, which is algebraically closed, and therefore Hom(a,a)=k.

The simple objects have the property that each morphism can be uniquely factorised
through them in the following sense.

Lemma 1.5. Let C be a finite semisimple category and x,y objects in C. Then the
morphism ⊕

a∈I
Hom(x,a)⊗Hom(a,y)→Hom(x,y)∑

a∈I
fa⊗ga 7→

∑
a∈I
gafa

is an isomorphism of vector spaces.
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1 Spherical Fusion Categories

Proof. As C is semisimple, we have x∼=
⊕

a∈Ia
⊕na and we can write idx as the sum∑

a∈I
∑na
k=1ι

k
aπ

k
a , where ιka :a→x and πka :x→a are the injections and projections into

and respectively from the k-th component of a in x. We can now write every mor-
phism f :x→y as f idx and therefore∑a∈I

∑na
k=1π

k
a⊗(fιka) maps onto f which implies

surjectivity. The injectivity follows by counting dimensions. As C is semisimple, we
can write x as ⊕b∈I b

⊕nx
b and y as ⊕b∈I b

⊕ny
b . By plugging these into the equation

above and taking the dimension we get

dim
⊕
a∈I

Hom
⊕
b∈I
b⊕n

x
b ,a

⊗Hom
a,⊕

b∈I
b⊕n

y
b


=
∑
a∈I

dim
(
Hom

(
a⊕n

x
a ,a
)
⊗Hom

(
a,a⊕n

y
a

))
=
∑
a∈I

dim
(
Hom(a,a)⊕nx

a⊗Hom(a,a)⊕n
y
a

)
=
∑
a∈I

dim
(
k⊕nx

a⊗k⊕n
y
a

)
=
∑
a∈I
nxan

y
a,

dimHom
⊕
b∈I
b⊕n

x
b ,
⊕
b∈I
b⊕n

y
b

=
∑
a∈I

∑
b∈I

dimHom
(
a⊕n

x
a ,b⊕n

y
b

)
=
∑
a∈I

dimHom
(
a⊕n

x
a ,a⊕n

y
a

)
=
∑
a∈I
nxan

y
a,

where we used Schur’s lemma and the fact that direct sums commute with the
Hom-functor.

We now introduce the necessary requirements for the monoidal structure on our
category and show how these interact with the framework we defined above.

Definition 1.6. Let C be a monoidal category.
An object x in C is called right dualisable if there is an object x∗ and morphisms

evRx :x∗⊗x→1 coevRx :1→x⊗x∗

such that the following diagrams commute:

x 1⊗x (x⊗x∗)⊗x x∗ x∗⊗1 x∗⊗(x⊗x∗)

x x⊗1 x⊗(x∗⊗x) x∗ 1⊗x∗ (x∗⊗x)⊗x∗

l−1
x

idx

coevR
x⊗idx

ax,x∗,x idx∗

r−1
x∗

idx∗⊗coevR
x

a−1
x∗,x,x∗

rx idx⊗evR
x

lx∗ evR
x⊗idx∗

An object x in C is called left dualisable if there is an object ∗x and morphisms

evLx :x⊗∗x→1 coevLx :1→ ∗x⊗x

such that the following diagrams commute:
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1 Spherical Fusion Categories

x x⊗1 x⊗(∗x⊗x) ∗x 1⊗∗x (∗x⊗x)⊗∗x

x 1⊗x (x⊗∗x)⊗x ∗x ∗x⊗1 ∗x⊗(x⊗∗x)

idx

r−1
x idx⊗coevL

x

a−1
x,∗x,x

id∗x

l−1
∗x

coevL
x⊗id∗x

a∗x,x,∗x

lx evL
x⊗idx

r∗x id∗x⊗evL
x

The category C is called right rigid if every object in C is right dualisable, left rigid
if every object is left dualisable and rigid if it is both right and left rigid.

Remark 1.7. Right duals in a right rigid monoidal category C define a monoidal
functor ∗ :C→Cop,op, where Cop,op is the monoidal category with opposite composition
and opposite tensor product. ∗ assigns the right dual x∗ to an object x and maps
f :x→y onto

f ∗ :y∗ y∗⊗1 y∗⊗(x⊗x∗) y∗⊗(y⊗x∗) (y∗⊗y)⊗x∗

1⊗x∗ x∗.

r−1
y∗

idy∗⊗coevR
x idy∗⊗(f⊗idx∗ ) a−1

y∗,y,x∗

evR
y ⊗idx∗ lx∗

Definition 1.8. Let C be a finite semisimple rigid monoidal category. C is a fusion
category if the functor ⊗ :C×C→C is bilinear on morphisms and End(1)∼=k.

Lemma 1.9. Let C be a fusion category. Then, the object 1 is simple.

Proof. If we plug x=y=1 into the isomorphism from Lemma 1.5 we get⊕
a∈I

Hom(1,a)⊗Hom(a,1)∼=End(1)∼=k.

By counting dimensions we see there has to be exactly one a∈I such that
dimHom(1,a)=1 and dimHom(1,b)=0 for all b∈I with b 6=a. As 1 can be written
as a direct sum of simple objects, this implies that 1∼=a.

This also proves that, that any object x with Hom(x,x)∼=k is simple.

Definition 1.10. Let C be a right monoidal category. A pivotal structure on C is
a monoidal natural isomorphism ω : idC→∗∗. A pivotal category is a pair (C,ω) of a
right rigid monoidal category category C and a pivotal structure ω on C.

Remark 1.11. Every pivotal category is left rigid, and right dual objects in a
pivotal category are left dual objects.
We define ∗x :=x∗ for all objects x of C and

evLx :x⊗x∗ x∗∗⊗x∗ 1 coevLx :1 x∗⊗x∗∗ x∗⊗x.ω⊗idx∗ evR
x∗ coevR

x∗ idx∗⊗ω−1

One can show that this implies that every object is left dualisable.
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1 Spherical Fusion Categories

For pivotal categories C we have the following graphical calculus. Objects in C are
represented by vertical lines with an orientation, where a downwards pointing line
labelled with x represents the object x and an upwards pointing line labelled with x
represents the dual x∗. A morphism f :x→y is represented as a vertex on a vertical
line that divides the line into an upper part labelled x and a lower part labelled y.
Identity morphisms, the tensor unit 1, unit morphisms f :1→1 and the associator
are not represented in these diagrams. The composition of morphisms is given by the
vertical composition of diagrams and the tensor products of objects and morphisms
are given by horizontal composition of diagrams. The evaluations and coevaluations
are given by

x

evRx :x∗⊗x→1

x

coevRx :1→x⊗x∗

x

evLx :x⊗x∗→1

x

coevLx :1→x∗⊗x
Definition 1.12. A pivotal category C is called spherical if, for all objects x in C
and all f ∈End(x), the right and the left trace of f are equal:

trR(f) := f

x

x

= f

x

x

=:trL(f)

We denote tr(f) :=trR(f)=trL(f) and dimq(x) :=tr(idx).
Definition 1.13. Let C be a spherical fusion category. The dimension of C is given
by

dim(C) :=
∑
a∈I

dimq(a)2.

Lemma 1.14. Let C be a spherical fusion category. For any simple object a, the
dual a∗ is also simple and dimq(a)=dimq(a∗).

Proof. Via the evaluation and coevaluation, we get a canonical isomorphism

Hom(a∗,a∗)→Hom(a,a)

f 7→ f
a

a

Therefore Hom(a∗,a∗)∼=Hom(a,a)∼=k. Furthermore dimq(a∗)=tr(ida∗)=tr(id∗a)=
tr(ida)=dimq(a).
Lemma 1.15. Let C be a spherical fusion category. For any two objects x,y in C,
there is a non-degenerate bilinear pairing

Θ:Hom(x,y)×Hom(y,x)→k

defined by Θ(f,g)=tr(fg)=tr(gf).
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1 Spherical Fusion Categories

Proof. First we note that it is sufficient to prove this for x=1 as we have canonical
isomorphisms

α :Hom(x,y)→Hom(1,y⊗x∗)
α(f)=(f⊗idx∗)coevRx and

β :Hom(y,x)→Hom(y⊗x∗,1)
β(g)=evLx (g⊗idx∗).

The trace is invariant under these morphisms: tr(β(g)α(f))=β(g)α(f)=tr(gf).
The first equality follows from the fact that tr(h)=h for all h∈End(1), the second
equality from the definition of the trace:

β(g)α(f)=

x

y

x

f

g

=tr(gf)

Θ is non-degenerate if the adjoint morphisms θ1 :Hom(1,y)→Hom(y,1)∗ and θ2 :
Hom(y,1)→Hom(1,y)∗ are isomorphisms. As C is semisimple, we can write idy as∑
a∈I
∑na
k=1ι

k
aπ

k
a . For f ∈Hom(1,y), we have

f=
∑
a∈I

na∑
k=1

ιkaπ
k
af=

n1∑
k=1

ιk
1
πk
1
f=

n1∑
k=1

ιk
1
tr(πk

1
f)

The second equality follows from Schur’s lemma, the third from the fact that
tr(h)=h for all h∈End(1), so if f is nonzero, one has that tr(πk

1
f) is nonzero

for some k. This implies the injectivity of θ1. The surjectivity follows from counting
dimensions. The proof for θ2 is analogous.

We will see in the next two lemmas that the tensor unit 1 acts as a sort of universal
translator between the different but isomorphic endomorphism fields of simple ob-
jects if we regard the elements of End(1) as elements of the field k. Intuitively, one
can think of the trace translating an endomorphism f ∈End(a) into tr(f)∈End(1).
Lemma 1.16. Let C be a spherical fusion category. For any simple object a in C,
dimq(a)=tr(ida) is nonzero.

Proof. With respect to the generator ida in Hom(a,a)∼=k, the paring Θ:Hom(a,a)×
Hom(a,a)→k from Lemma1.15 is represented by the 1×1-matrix (tr(ida)). Non-
degeneracy implies that tr(ida)=dimq(a) is nonzero.
Lemma 1.17. Let C be a spherical fusion category, a a simple object and x another
arbitrary object. Pre- and post-composition with an endomorphism f :a→a acts on
the vector spaces Hom(a,x) and Hom(x,a) respectively as multiplication by the scalar
dimq(a)−1tr(f)∈End(1)∼=k.

5



1 Spherical Fusion Categories

Proof. Because End(a)∼=k, we have f=λida for a λ∈k. Applying tr to both sides,
we get λdimq(a)=tr(f) and therefore λ=dimq(a)−1tr(f).

Finally, this last Lemma will become necessary much later in this thesis, when we
prove that the Turaev-Viro-Barrett-Westbury invariants actually define invariants.

Lemma 1.18. Let C be a spherical fusion category. For any object x in C, we have

dimq(x)=
∑
a∈J

dimq(a)dimHom(a,x).

Proof. As C is semisimple, we can write x as the direct sum⊕
b∈I b

⊕nb . We note that
one has

Hom(a,x)=Hom
a,⊕

b∈I
b⊕nb

=Hom
(
a,a⊕na

)
=Hom(a,a)⊕na =kna ,

where the second and fourth equality follow from Schur’s lemma. Therefore na=
dimHom(a,x). We now write idx as ∑a∈I

∑na
k=1ι

k
aπ

k
a and apply the trace:

dimq(x)=tr(idx)=tr
(∑
a∈I

na∑
k=1

ιkaπ
k
a

)
=
∑
a∈I

na∑
k=1

tr(ιkaπka)=
∑
a∈I

na∑
k=1

tr(πkaιka)

=
∑
a∈I

na∑
k=1

tr(ida)=
∑
a∈I

dimq(a)na=
∑
a∈I

dimq(a)dimHom(a,x)

6



1 Spherical Fusion Categories

1.1 The category Vectω,fd
G

We will now look at one example for a spherical fusion category.

Definition 1.19. Let G be a finite group and ω :G×G×G→C× a 3-cocycle, a map
that satisfies:

ω(gh,k,l)ω(g,h,kl)=ω(g,h,k)ω(g,hk,k)ω(h,k,l) ∀g,h,k,l∈G (1)

The category Vectω,fdG of finite-dimensional G-graded vector spaces over C has

• finite-dimensional vector spaces over C with a decomposition V =⊕g∈GVg as
objects and

• C-linear maps f :V →W with f(Vg)⊆Wg for all g∈G as morphisms.

It is a monoidal category with the tensor product

V ⊗W =
⊕
g∈G

(V ⊗W )g (V ⊗W )g=
⊕
h∈G

Vh⊗CWh−1g

and the associator given by the linear maps

aUg ,Vh,Wk
:(Ug⊗CVh)⊗CWk→Ug⊗C(Vh⊗CWk)
(u⊗v)⊗w 7→ω(g,h,k)u⊗(v⊗w).

One can easily see that the simple objects are Cg :=⊕h∈Gδg,h, where δg,h=C if h=g,
and 0 otherwise. We will often just write g instead of Cg if it’s clear what is meant.
As G is finite, there are only a finite number of isomorphism classes of simple objects
and Vectω,fdG is finite.
The category Vectω,fdG is right rigid, via

V ∗=
⊕
g∈G

Vg

∗=⊕
g∈G

(V ∗)g−1 ,

and one can calculate that a pivotal structure wV :V →V ∗∗ on Vectω,fdG is of the form

wV :Vg→(Vg)∗∗=(V ∗∗)g
v 7→β(g)Φv

on the components of V , where Φv(f)=f(v) and β :G→C× is a map such that
κ :G→C×, κ(g)=β(g)ω(g,g−1,g) is a group homomorphism. The category Vectω,fdG

is spherical iff κ(g)=κ(g)−1 for all g∈G, that is if κ is a group homomorphism
that takes values in {1,−1}⊆C. This allows us to choose the trivial pivotal struc-
ture β(g)=ω(g,g−1,g)−1. With these choices, Vectω,fdG becomes a spherical fusion
category with dimq(Cg)=1 for all g∈G and therefore dim(Vectω,fdG )= |G|.

7



2 6j-Symbols

2 6j-Symbols

For the remainder of this thesis, C will be a spherical fusion category. In this
chapter we will define the so called 6j-symbols and show the orthoganility and the
Biedenharn-Elliot relation, which will be used to construct 3-manifold invariants. It
mostly follows [Tur16] Chapter VI.1.

Lemma 2.1. Let x,y,z be objects in C. For each a∈I, the formula f⊗g 7→(idy⊗g)f
defines a linear map

Hom(x,y⊗a)⊗Hom(a,z)→Hom(x,y⊗z).

The direct sum of these morphism is an isomorphism⊕
a∈I

Hom(x,y⊗a)⊗Hom(a,z)→Hom(x,y⊗z).

Proof. For each simple object a, we get a diagram:

⊗ ⊗

Hom(x,y⊗a)⊗Hom(a,z) Hom(y∗⊗x,a)⊗Hom(a,z)

Hom(x,y⊗z) Hom(y∗⊗x,z)

=

The horizontal arrows are the canonical isomorphisms we get from the evaluation.
The map on the right-hand side is the composition. We have already seen in Lemma
1.5 that the direct sum over I of these morphisms is an isomorphism. Then, by the
commutativity of the diagram, we also know that the direct sum of the morphisms
on the left-hand side is an isomorphism.

Lemma 2.2. Let x,y,z be objects in C. For each a∈I, the formula f⊗g 7→(g⊗idz)f
defines a linear map

Hom(x,a⊗z)⊗Hom(a,y)→Hom(x,y⊗z).

The direct sum of these morphisms is an isomorphism⊕
a∈I

Hom(x,a⊗z)⊗Hom(a,y)→Hom(x,y⊗z).

The proof is analogous to the one of Lemma 2.1.

8



2 6j-Symbols

Definition 2.3. For any a,b,c∈I, consider the k-vector spaces
Hab
c =Hom(c,a⊗b) and Hc

ab=Hom(a⊗b,c).
By Lemma 1.15 the bilinear pairing Θ:Hab

c ×Hc
ab→k is non-degenerate, so we can

identify the dual spaces (Hab
c )∗ and (Hc

ab)∗ with Hc
ab and Hab

c respectively.
Definition 2.4. Let (a,b,c,d,e,f) be an ordered 6-tuple of simple objects. By
Lemma 2.1, we get an isomorphism⊕

f∈I
Haf
e ⊗Hbd

f →Hom(e,a⊗(b⊗d))

and, by Lemma 2.2, we get an isomorphism⊕
c∈I
Hcd
e ⊗Hab

c →Hom(e,(a⊗b)⊗d).

This yields an isomorphism⊕
c∈I
Hcd
e ⊗Hab

c →Hom(e,(a⊗b)⊗d)→Hom(e,a⊗(b⊗d))→
⊕
f∈I

Haf
e ⊗Hbd

f ,

where the second arrow is post-composition with the associator aa,b,d. Restricting
this morphism to the summand on the left-hand side corresponding to a given c∈I
and projecting into the summand on the right-hand side corresponding to a given
f ∈I yields the 6j-symbol{

a b c
d e f

}
+

:Hcd
e ⊗Hab

c →Haf
e ⊗Hbd

f .

Similarly by restricting and projecting the inverse of the above isomorphism, one
gets the opposite 6j-symbol{

a b c
d e f

}
−

:Haf
e ⊗Hbd

f →Hcd
e ⊗Hab

c .

Corollary 2.5. The 6j-symbols correspond to functionals{
a b c
d e f

}′
+

:Hcd
e ⊗Hab

c ⊗H
f
bd⊗He

af→k

via the pairing Θ from Lemma 1.15. Similarly, we can define{
a b c
d e f

}′
−

:Haf
e ⊗Hbd

f ⊗Hc
ab⊗He

cd→k

for the opposite 6j-symbol. The relationship between these two forms is as follows:
Let w and x be elements of Hcd

e and Hab
c respectively. We can write{

a b c
d e f

}
+

(w⊗x)=u⊗v∈Haf
e ⊗Hbd

f .

Now let y and z be elements of Hf
bd and He

af . Then, we obtain{
a b c
d e f

}′
+

(w⊗x⊗y⊗z)=tr(zu)tr(yv).

9



2 6j-Symbols

Lemma 2.6. The linear functionals from Corollary 2.5 are given by

{
a b c
d e f

}′
+

= dimq(f)

c

d

b

a

f

e and
{
a b c
d e f

}′
−

= dimq(c)

f

a

b

d

c

e

where on the left and right both sides of the equality are morphisms Hcd
e ⊗Hab

c ⊗H
f
bd⊗

He
af→k and respectively Haf

e ⊗Hbd
f ⊗Hc

ab⊗He
cd→k.

Proof. Let w∈Hcd
e , x∈Hab

c , y∈Hf
bd and z∈He

af . The morphism aa,b,d(x⊗idd)w is an
element in Hom(e,a⊗(b⊗d)). By Lemma 2.1, we can write it as ∑g∈I(ida⊗vg)ug=:
φ, where ug∈Hag

e ,vg∈Hbd
g . It follows from the definition of the 6j-symbol that{

a b c
d e g

}
+

(w⊗x)=ug⊗vg.

If we post-compose the φ with ida⊗y, we get

(ida⊗y)aa,b,d(x⊗idd)w=
∑
g∈I

(ida⊗yvg)ug=(ida⊗yvf )uf =dimq(f)−1tr(yvf )uf .

Finally if we rearrange, post-compose with z and take the trace of both sides, we
get the desired result

tr(yvf )tr(zuf )=dimq(f)tr(z(ida⊗y)aa,b,d(x⊗idd)w).

The proof for the opposite 6j-symbol is analogous.

Theorem 2.7 (The orthogonality relation). For all simple objects a,b,c,d,e in C,
we have

∑
f∈I

{
a b c
d e f

}
−

{
a b c
d e f

}
+

= idcde ⊗idabc ,

where idabc is the identity on Hab
c .

The proof follows directly from the definition of the 6j-symbols.

10



2 6j-Symbols

Theorem 2.8 (The Biedenharn-Elliot relation). For all simple objects a,b,...,h,i in
C, we have

∑
j∈I

(
idbha ⊗

{
c d j
e h i

}
+

)({
b j g
e a h

}
+
⊗idcdj

)(
idgea ⊗

{
b c f
d g j

}
+

)

=
({

b c f
i a h

}
+
⊗iddei

)(
idfia ⊗P

)({f d g
e a i

}
+
⊗idbcf

)
,

where P is the standard twist of the two factors of the tensor product.

Proof. We shall prove this theorem via the diagram

Hom(a,((b⊗c)⊗d)⊗e) Hom(a,(b⊗(c⊗d))⊗e)

⊕
g∈I

⊕
f∈I

Hge
a ⊗Hfd

g ⊗Hbc
f

⊕
g∈I

⊕
j∈I
Hge
a ⊗Hbj

g ⊗Hcd
j

⊕
i∈I

⊕
f∈I

Hfi
a ⊗Hde

i ⊗Hbc
f

⊕
h∈I

⊕
j∈I
Hbh
a ⊗H

je
h ⊗Hcd

j Hom(a,b⊗((c⊗d)⊗e))

⊕
f∈I

⊕
i∈I
Hfi
a ⊗Hbc

f ⊗Hde
i

⊕
h∈I

⊕
i∈I
Hbh
a ⊗Hci

h ⊗Hde
i

Hom(a,(b⊗c)⊗(d⊗e)) Hom(a,b⊗(c⊗(d⊗e)))

(ab,c,d⊗ide)∗

(ab⊗c,d,e)∗

(ab,c⊗d,e)∗

idge
a ⊗
{
bcf
dgj

}
+

{
f dg
eai

}
+
⊗idbc

f

{
bjg
eah

}
+
⊗idcd

j

idfi
a ⊗P idbh

a ⊗
{
cdj
ehi

}
+

(idb⊗ac,d,e)∗

{
bcf
iah

}
+
⊗idde

i

(ab,c,d⊗e)∗

Diagram ∗

where the morphisms from the inner hexagon to the outer pentagon are appropriate
combinations of the isomorphisms from Lemmas 2.1 and 2.2. The outer pentagram
commutes via the pentagon axiom of the monoidal structure of C. The triangle on
the bottom left commutes as permuting the morphisms doesn’t change the result of
the composition. We consider the top square and prove that it commutes as well:

Hom(a,((b⊗c)⊗d)⊗e) Hom(a,(b⊗(c⊗d))⊗e)

⊕
g∈I

Hge
a ⊗Hom(g,(b⊗c)⊗d)

⊕
g∈I

Hge
a ⊗Hom(g,b⊗(c⊗d))

⊕
g∈I

⊕
f∈I

Hge
a ⊗Hfd

g ⊗Hbc
f

⊕
g∈I

⊕
j∈I
Hge
a ⊗Hbj

g ⊗Hcd
j

(ab,c,d⊗ide)∗

idge
a ⊗(ab,c,d)∗

idge
a ⊗
{
bcf
dgj

}
+

11



2 6j-Symbols

The bottom square commutes by definition of the 6j-symbol. We can easily verify
that the top square of this diagram commutes. Let φ and ψ be elements of Hge

a and
Hom(g,(b⊗c)⊗d) respectively. We then have:

(ψ⊗ide)φ (ab,c,d⊗ide)(ψ⊗ide)φ (ab,c,dψ⊗ide)φ

φ⊗ψ φ⊗ab,c,dψ

Therefore the top square of diagram ∗ commutes. The proofs for all other squares
connecting the inner hexagon to the outer pentagon are analogous. Thus, the inner
hexagon commutes because all the morphisms connecting the outer and the inner
parts are isomorphisms. By restricting the top left corner of the inner hexagon
in diagram ∗ to the summand corresponding to given g and f and projecting the
bottom right corner into the summand corresponding to given h and i, we get the
result.
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2.1 6j-symbols in Vectω,fd
G

To compute the 6j-symbols for C=Vectω,fdG , note first that Cg⊗Ch
∼=Cgh, which

implies that, for g,h,k in G, Hg,h
k =Hom(k,g⊗h) is isomorphic to C if k=gh and

Hg,h
k =0 otherwise. It follows that the 6j-symbols{

g h l
k m n

}
±

vanish unless l=gh, m=ghk and n=hk.

Lemma 2.9. Let g,h,k∈G. The 6j-symbols for Vectω,fdG take the form{
g h gh
k ghk hk

}
±

=ω(g,h,k)±1.

Proof. As both Hgh,k
ghk ⊗H

g,h
gh and Hg,hk

ghk ⊗H
h,k
hk are isomorphic to C, the 6j-symbols

are given by complex numbers. We now calculate:

1 ∈ C

(1 7→1⊗1)⊗(1 7→1⊗1) ∈ Hgh,k
ghk ⊗H

g,h
gh

(1 7→(1⊗1)⊗1) ∈ Hom(ghk,(g⊗h)⊗k)

ω(g,h,k)(1 7→1⊗(1⊗1)) ∈ Hom(ghk,g⊗(h⊗k))

ω(g,h,k)(1 7→1⊗1)⊗(1 7→1⊗1) ∈ Hg,hk
ghk ⊗H

h,k
hk

ω(g,h,k) ∈ C

The calculation for the opposite 6j-symbol is analogous.

13
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3 Turaev-Viro-Barrett-Westbury Invariants

The construction of the invariant in this chapter and the proof are taken from
[BW96]. Before we can define the invariant we first need to introduce the topological
framework.
A combinatorial simplicial complex is a finite set V , whose elements are called ver-
tices, together with a subset S of the power set P(V ), such that

s∈S⇒(∀f⊆s :f ∈S).

The elements of S are called simplices. A simplex containing n+1 elements is called
an n-simplex. The (n−1)-simplices of an n-simplex are called the faces of that
simplex. We call a complex n-dimensional if it contains n-simplices but no (n+1)
simplices.
A simplicial complex is a combinatorial simplicial complex together with a total
ordering on the vertices of each simplex such that the ordering on the vertices on
any face of a simplex is the ordering induced from the ordering on the vertices of the
simplex. The i-th face of an n-simplex s (0≤ i≤n) is the (n−1)-simplex si obtained
by omitting the i-th vertex of s. One could also just require an ordering on the
set of all vertices. This would make parts of the proof in this chapter slightly more
straightforward but in turn would restrict us when working with manifolds later on.
An orientation of an n-dimensional simplicial complex is an assignment of a sign
ε(s)∈{−1,+1} to each n-simplex s with the following property: If an (n−1)-simplex
f is both the i-th face of s and the j-th face of s′, then ε(si)=−ε(s′j). For each
oriented simplicial complex we have 2 possible orientations. If we are given an
orientation, we obtain the opposite orientation by assigning the opposite sign to
every n-simplex. Note that we require an ordering to define orientations. Without
one we could not talk about the i-th face of a simplex.
A triangulation of a closed compact orientable 3-manifold X is an oriented 3-
dimensional simplicial complexM such that the geometric realisation ofM is home-
omorphic to X. We will treat simplicial complexes and their geometric realisation
interchangeably and therefore we will often call the 1-,2- and 3-simplices of M the
edges, faces and tetrahedra of M respectively. The standard n-simplex [0...n]⊆Rn

is the convex hull of 0 and the n standard basis-vectors.
Let M be a triangulation of a closed compact orientable 3-manifold and let E be
the set of edges of M , F the set of faces, T the set of oriented tetrahedra and
v the number of vertices. We call a map l :E→I a labelling of M . Let [012]
be the standard 2-simplex with edges labelled by objects e01,e02,e12 in I. To this
simplex, we assign the state space H(012) :=Hom(e02,e01⊗e12)=He01,e12

e02 . Let [0123]
and [−0123] be the standard 3-simplices with either positive or negative orientation
with edges labelled e01,e02,e03,e12,e13,e23∈I. We assign the normalised 6j-symbol

J(0123) := 1
dimq(e13)

{
e01 e12 e02
e23 e03 e13

}
+

:H(023)⊗H(012)→H(013)⊗H(123)

14
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to the simplex [0123] and normalised opposite 6j-symbol

J(−0123) := 1
dimq(e02)

{
e01 e12 e02
e23 e03 e13

}
−

:H(013)⊗H(123)→H(023)⊗H(012)

to the simplex [−0123]. We note that the domain and codomain of J(0123) and
J(−0123) are the faces of [0123] and [−0123] with negative and positive orientation
respectively. As M is without boundary and oriented, every face of M appears in
exactly two adjacent tetrahedra, with opposite induced orientations. This allows us
to define the following:

Definition 3.1. LetM be a triangulation of a closed compact orientable 3-manifold
with a fixed labelling l. We have the endomorphism⊗

t∈T
J(t) :

⊗
f∈F

H(f)→
⊗
f∈F

H(f)

up to permutation of the state spaces in the tensor products. The simplicial invari-
ant of the labelled triangulation M is defined by

Z(M,l) :=tr
(⊗
t∈T

J(t)
)
.

Theorem 3.2. Let M be a triangulation of a closed compact orientable 3-manifold.
Then

C(M) :=dim(C)−v
∑
l:E→I

Z(M,l)
∏
e∈E

dimq(l(e)),

defines an oriented topological invariant of M : it only depends on the spherical
fusion category C and the homeomorphism class and orientation of M .

The remainder of this chapter is dedicated to the proof of Theorem 3.2. We will show
that C(M) is only dependent on the homeomorphism class and orientation of M by
showing that it is independent of all arbitrary choices we made when defining C(M),
these being the set I of representatives of simple objects and the triangulation ofM ,
the latter of which includes both the choice of a combinatorial simplicial complex
and the choice of an ordering on the simplices.

3.1 Invariance under the choice of simple objects

We will show that C(M) does not depend on the choice of simple objects in I.
Let I ′ be another set of representatives of simple objects with a map i :I→I ′ such
that i(k)∼=k for all k∈I. Let a,...,f ∈I and ã,...,f̃ ∈I ′ be simple objects with
isomorphisms φk :k→ k̃ for k=a,...f .
First we define the morphism:

Φab
c :Hom(c,a⊗b)→Hom(c̃,ã⊗b̃)

ε 7→(φa⊗φb)εφ−1
c

15



3 Turaev-Viro-Barrett-Westbury Invariants

We will now prove the equation{
ã b̃ c̃

d̃ ẽ f̃

}
+

(Φcd
e ⊗Φab

c )=(Φaf
e ⊗Φbd

f )
{
a b c
d e f

}
+

(2)

with the following diagram.

⊕
c∈I

Hom(e,c⊗d)⊗Hom(c,a⊗b)
⊕
c̃∈I′

Hom(ẽ,c̃⊗d̃)⊗Hom(c̃,ã⊗b̃)

Hom(e,(a⊗b)⊗d) Hom(ẽ,(ã⊗b̃)⊗d̃)

Hom(e,a⊗(b⊗d)) Hom(ẽ,ã⊗(b̃⊗d̃))

⊕
f∈I

Hom(e,a⊗f)⊗Hom(f,b⊗d)
⊕
f̃∈I′

Hom(ẽ,ã⊗f̃)⊗Hom(f̃ ,b̃⊗d̃)

(Φcd
e ⊗Φab

c )

(aa,b,d)∗

ε 7→((φa⊗φb)⊗φd)εφ−1
e

(aã,b̃,d̃)∗
ε7→(φa⊗(φb⊗φd))εφ−1

e

(Φaf
e ⊗Φbd

f )

The unlabelled morphisms are the isomorphisms from the lemmas 2.1 and 2.2. We
will show that the top square commutes. The middle square commutes by the
naturality of the associator, the bottom one analogously to the top square. Let ε⊗η
be an element of Hom(e,c⊗d)⊗Hom(c,a⊗b), then the top square is given by:

ε⊗η (φc⊗φd)εφ−1
e ⊗(φa⊗φb)ηφ−1

c

((φa⊗φb)ηφ−1
c ⊗idd̃)(φc⊗φd)εφ−1

e

((φa⊗φb)η⊗φd)εφ−1
e

(η⊗idd)ε ((φa⊗φb)⊗φd)(η⊗idd)εφ−1
e

Therefore the diagram commutes which implies equation 2.
Let t be a 3-simplex in M , l :E→I a fixed labelling. We define J ′(t) as the nor-
malised 6j-symbol for the labelling l′= i◦l. Let f be a 2-simplex in M . We define
Φ(f) as Φab

c for H(f)=Hab
c . Thanks to equation 2, we have:⊗

t∈T
J ′(t)=

⊗
f∈F

Φ(f)
⊗
t∈T

J(t)
⊗
f∈F

Φ(f)−1

This implies

Z(M,l′) =tr
(⊗
t∈T

J ′(t)
)

=tr
⊗
f∈F

Φ(f)
⊗
t∈T

J(t)
⊗
f∈F

Φ(f)−1


=tr

⊗
t∈T

J(t)
⊗
f∈F

Φ(f)−1⊗
f∈F

Φ(f)
=tr

(⊗
t∈T

J(t)
)

=Z(M,l)

This proves that C(M) does not depend on the choice of simple objects.
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3.2 Invariance under the choice of ordering

In this chapter we are going to show that C(M) does not depend on the choice
of orderings on the simplices of the simplicial complex. Every change of orderings
induces a change of the orderings of the simplices of any subcomplex. Firstly, we
will show how these changes affect the orientation of 3-simplices.
Lemma 3.3. A change of orderings preserves the condition that a face shared by two
adjacent tetrahedra has opposite induced orientations, by reversing the orientation of
a 3-simplex if it acts on its ordering as a permutation with odd parity and preserving
its orientation otherwise.

Proof. It is sufficient to show how the these changes act on a 3-simplex and another
adjacent 3-simplex, i.e. a triagonal bipyramid, as we only need to check that the
orientations of a 2-simplex induced by its two adjacent 3-simplices are opposite of
each other after the change. We note that the possible orderings on a tetrahedron
correspond to elements of S4 and orderings on a triagonal bipyramid correspond
to elements of S5. The changes of orderings on the bipyramid also correspond
to elements of S5 acting on the given orderings. The group S5 itself now acts
transitively on the set of orderings. Therefore, it’s sufficient to let the permutation
act on only one choice of initial orderings. Furthermore, as S5 is generated by (01)
and (01234), it’s sufficient to analyse how these generators act on the orientations
of the 3-simplices.

Initial ordering:

1

4

2

3

0

The tetrahedra have either both positive or both nega-
tive orientations. The shared 2-face has opposite orien-
tations in the two tetrahedra.

(01):

0

4

2

3

1

(01) acts on the top tetrahedron as the odd permuta-
tion (01) and changes its orientation, and acts as the
identity on the bottom tetrahedron. The shared 2-face
has opposite orientations due to the change of the top
tetrahedron’s orientation.
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(01234):

2

0

3

4

1

(01234) acts on the top tetrahedron as the identity and
on the bottom tetrahedron like the odd permutation
(0123) and changes its orientation. The shared 2-face
has opposite orientations due to the change of the bot-
tom tetrahedron’s orientation.

Lemma 3.4. Let t be 3-simplex with an ordering and labels a,...,f ∈I associated to
the edges of t. For each permutation acting on the ordering of t, there is a canon-
ical re-labelling of t such that the normalised 6j-symbols associated to the different
simplicial complexes are canonically isomorphic.

This lemma proves that C(M) is invariant under a change of orderings as the canon-
ical re-labelling preserves the dimensions of simple objects and thus only permutes
the summands of the sum in the definition of C(M).

Proof. The normalised 6j-symbols correspond to normalised functional 6j-symbols
analogously to those from Corollary 2.5. We will use Lemma 2.6 to show that these
normalised functional 6j-symbols are canonically isomorphic, which implies that the
usual normalised 6j symbols are canonically isomorphic as well.
Similarly to the previous proof, the possible orderings on a 3-simplex correspond to
elements of S4. The group S4 acts transitively on the set of orderings on a 3-simplex.
It is therefore sufficient to let the permutation act on only one initial ordering. As
S4 is generated by the permutations (01) and (0123), it is sufficient to determine
how these generators act on the associated 6j-symbols. We will re-label any edge
whose direction has been flipped by assigning it the dual of its original label.

Initial ordering

1 2

3

0

a

b

c

d

e

f

(01):

1 2

3

0

a∗

b

c

d

e

f

(0123):

2 3

0

1

a

b

c

d∗

e∗

f ∗

18
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To these, we assign the following normalised functional 6j-symbols:

Initial ordering: 1
dimq(f)

{
a b c
d e f

}′
+

:Hcd
e ⊗Hab

c ⊗H
f
bd⊗He

af→k

(01) : 1
dimq(b)

{
a∗ c b
d f e

}′
−

:Ha∗e
f ⊗Hcd

e ⊗Hb
a∗c⊗H

f
bd→k

(0123) : 1
dimq(f ∗)

{
e∗ a f ∗

b d∗ c

}′
−

:He∗c
d∗ ⊗Hab

c ⊗H
f∗

e∗a⊗Hd∗

f∗b→k

Lemma 2.6 tells us that the first functional corresponds to the functional

c

d

b

a

f

e :Hcd
e ⊗Hab

c ⊗H
f
bd⊗He

af→k.

We will show that the other functionals are also canonically isomorphic to this. The
second functional is equivalent to

e

a∗

c

d

b

f =

e

a
c

d

b

f =

e

ac

d

b

f =

c

d

b

a

f

e

In the first equality, we use the canonical isomorphisms

Ha∗e
f →He

af , 7→

Hb
a∗c→Hab

c , 7→

We took use of trL=trR in the second equality and the invariance of the trace under
cyclic permutation in the last equality.
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The third functional is equivalent to

c

e∗

a

b

f ∗

d∗ =

c

a db

f

e

=

c

d

b

a

f

e

The first step follows from the canonical isomorphisms

He∗c
d∗ →Hcd

e , 7→

Hf∗

e∗a→He
af , 7→

Hd∗

f∗b→Hf
bd, 7→

In the second equality we shift around some of the boxes and use trL=trR.
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3.3 Invariance under the choice of triangulation

Thanks to the work of Pachner [Pac91], we know that two triangulations are home-
omorphic if they can be related by a finite number of Pachner moves. In the 3-
dimensional case, we have the 1-4 Pachner move

P1,4

that replaces a tetrahedron by four tetrahedra sharing a common vertex, and the
2-3 Pachner move

P2,3

which replaces two tetrahedra with a common face by three tetrahedra with a com-
mon edge. We also have the 4-1 and the 3-2 Pachner moves which are the inverse
to the 1-4 and 2-3 moves respectively. Hence, if C(M) is invariant under P1,4 and
P2,3, then it only depends on the homeomorphism class and orientation of M and is
a topological invariant.
The Pachner moves also allow us to expand framework to allow semisimplicial com-
plexes. Every semisimplicial complex is homeomorphic to a simplicial complex via
barycentric subdivision. We know that these complexes must be related via Pachner
moves, so the invariant associated to the semisimplicial complex must coincide with
the invariant for the simplicial complex.

Invariance under P2,3

Let M be a triangulation with edge set E and M ′ the triangulation with edge set
E ′=E∪{e′} obtained by applying P2,3 to M . We now want to show:

C(M ′) =dim(C)−v
∑

l:E′→I
Z(M ′,l)

∏
e∈E′

dimq(l(e))

=dim(C)−v
∑
l:E→I

∑
i∈I
Z(M ′,l′)

∏
e∈E

dimq(l(e))dimq(i)

!=dim(C)−v
∑
l:E→I

Z(M,l)
∏
e∈E

dimq(l(e))=C(M)
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Thus, it suffices to show that Z(M,l)=∑i∈Idimq(i)Z(M ′,l′), where l′ and l agree
on E and l′(e′)= i. Locally, we can represent the action of P2,3 as

0

1

2

4

3

0

1

2

4

3

P2,3

Due to the Biedenharn-Elliot relation, we get

(J(0124)⊗idH(234))(idH(024)⊗P )(J(0234)⊗idH(012))
=
∑
e13∈I

dimq(e13)(idH(014)⊗J(1234))(J(0134)⊗idH(123))(idH(034)⊗J(0123)).

The desired result follows from linear algebra. We start by writing the trace over all
6j-symbols as the trace over the partial trace over the factor H(024). By choosing
bases and appropriate dual bases we can rearrange trH(024)(J(0124)⊗J(0234)) into
the left hand side of the Biedenharn-Elliot relation. The right hand side follows
similarly.

Invariance under P1,4

LetM be a triangulation with edge set E and v vertices. LetM ′ be the triangulation
with edge set E ′=E∪{e1,e2,e3,e4} and v+1 vertices obtained by applying P1,4 to
M . We now want to show that

C(M ′) =dim(C)−(v+1) ∑
l:E′→I

Z(M ′,l)
∏
e∈E′

dimq(l(e))

=dim(C)−vdim(C)−1 ∑
l:E→I

∑
i1,i2,
i3,i4∈I

Z(M ′,l′)
∏
e∈E

dimq(l(e))
4∏

k=1
dimq(ik)

!=dim(C)−v
∑
l:E→I

Z(M,l)
∏
e∈E

dimq(l(e))=C(M).

Hence, it suffices to show that

Z(M,l)=dim(C)−1 ∑
i1,i2,
i3,i4∈I

Z(M ′,l′)
4∏

k=1
dimq(ik),

where l and l′ agree on E and l′(ek)= ik for k∈{1,2,3,4}. Locally, we can represent
the action of P2,3 as
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0 2

4

3

0

1

2

4

3

P1,4

where the bottom tetrahedron [−0124] has negative orientation. The equation

J(0234)=dim(C)−1 ∑
e01,e12,
e13,e14∈I

(
tr3((1⊗P )(J(−0124)⊗1)(1⊗J(1234))

(J(0134)⊗1)(1⊗J(0123)
∏

k=0,2,3,4
dimq(e1k)

)
, (3)

shows that C(M) is invariant under P1,4, where tr3 is the partial trace over the third
factor and 1 is the appropriate identity morphism. This follows from linear algebra
similarly to the proof for P (2,3). We will prove equation 3 in the following:
We will start with the Biedenharn-Eilliot relation:

(J(0124)⊗1)(1⊗P )(J(0234)⊗1)
=
∑
e13∈I

dimq(e13)(1⊗J(1234))(J(0134)⊗1)(1⊗J(0123))

We now post-compose with (1⊗P )(J(−0124)⊗1), multiply both sides with dim(C)−1

dimq(e01)dimq(e12)dimq(e14), take the trace over the third factor and sum over
e01,e12,e14∈I. This yields the equation

dim(C)−1 ∑
e01,e12,e14∈I

(
tr3((1⊗P )(J(−0124)⊗1)(J(0124)⊗1)(1⊗P )

(J(0234)⊗1))dimq(e01)dimq(e12)dimq(e14)
)

=dim(C)−1 ∑
e01,e12,
e13,e14∈I

(
tr3((1⊗P )(J(−0124)⊗1)(1⊗J(1234))

(J(0134)⊗1)(1⊗J(0123)
∏

k=0,2,3,4
dimq(e1k)

)
.

The right-hand side of this equation is the right-hand side of equation 3. We can
rewrite the left-hand side to

dim(C)−1 ∑
e01,e12∈I

(
tr3((1⊗P )(

∑
e14∈I

dimq(e14)(J(−0124)J(0124))⊗1)

(1⊗P )(J(0234)⊗1))dimq(e01)dimq(e12)
)
.
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Using the orthogonality relation, this becomes

dim(C)−1

dimq(e02)
∑

e01,e12∈I
dimq(e01)dimq(e12)tr3((J(0234)⊗1))

=dim(C)−1

dimq(e02)
∑

e01,e12∈I
dimq(e01)dimq(e12)dimHom(e02,e01⊗e12)J(0234)

=dim(C)−1

dimq(e02)
∑

e01,e12∈I
dimq(e01)dimq(e12)dimHom(e01,e02⊗e∗12)J(0234)

=dim(C)−1

dimq(e02)
∑
e12∈I

dimq(e12)dimq(e02⊗e∗12)J(0234)

=dim(C)−1 ∑
e12∈I

dimq(e12)2J(0234)=dim(C)−1dim(C)J(0234)=J(0234)

where the second equality follows from Hom(e02,e01⊗e12)∼=Hom(e01⊗e12,e02)∼=
Hom(e01,e02⊗e∗12) and the third from Lemma 1.18. This proves the claim.
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4 Computations of Invariants for C=Vectω,fdG and
the Lens Spaces

In the following, we work with the spherical fusion category Vectω,fdG of finite dimen-
sional G-graded vector spaces over C and derive a formula for Turaev-Viro-Barrett-
Westbury invariants of lens spaces L(p,q). The ideas on how to triangulate L(p,q)
and how to simplify its Turaev-Viro-Barrett-Westbury invariants are taken from
[AC93]. With our work in sections 1.1 and 2.1, we can now arrive at the following
version of Theorem 3.2.
Corollary 4.1. As dimq(g)=1 for all g in G, the normalised 6j-symbols are given
by ω(g,h,k)±1 and the Turaev-Viro-Barrett-Westbury invariants are

C(M)= |G|−v
∑

l:E→G
Z(M,l)6=0

∏
t∈T

ω(l(t01),l(t12),l(t23))ε(t),

where tij is the edge of the tetrahedron t connecting the i-th and j-th vertex and ε(t)
is the orientation of t.

4.1 The lens spaces L(p,q)

Definition 4.2. Let p∈N and q∈{1, ...,p−1} such that p and q are coprime. The
lens space L(p,q) is obtained as follows:
Take a p-sided regular polygon with vertices labelled a0,...,ap−1 and put two points
n and s directly above and below the center of the polygon respectively. This yields
a solid bipyramid. Now identify the triangles [ai+1,ai,n] with [aq+i+1,aq+i,s] for each
i=0,...,p−1, where we take all indices to be the remainder after division by p.

a0
a1

a2

a3

a4

n

s

The lens space L(5,1), where we identify those sides with the same colours
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This yields a triangulation of the lens space L(p,q) with the tetrahedra [ai+1,ai,n,s],
where all tetrahedra have positive orientation. We denote the the lens space where
every tetrahedron has negative orientation by −L(p,q).
We now assign group elements gi to the edge [ai+1,ai], hi to [ai,n], ki to [ai,s] and
l to [n,s] for all i=0, ...,p−1. The labelled tetrahedron [ai+1,ai,n,s] now looks like
the following:

gi

hi+1

ki+1

hi

ki

l

ai+1ai

n

s

As the edge [ai+1,ai] is identified with [aq+i+1,aq+i], the labels must satisfy gi=gq+i.
Since p and q are coprime, it follows that gi=g for all i∈{0,...,p−1}. For the state
space Hg,hi

hi+1
to be nonzero, we need ghi=hi+1. This implies hi=gih0 and gp=1 and

we write h=h0. Analogously, we get ki=gik0 and we write k=k0. Identifying [ai,n]
with [aq+i,s] leads to the requirement h=kq=gqk⇔k=g−qh. For the state space
Hhi,l
ki

to be nonzero, we need hil=ki which implies l=h−1g−qh. By fixing g,h∈G
with gp=e, we get a labelling l such that

Z(L(p,q),l)=
p−1∏
i=0
ω(g,gih,h−1g−qh),

and Z(L(p,q),l)=0 for all labellings that are not of this form.
We can now simplify the product above to show that it is independent of h. If
we take the cocycle condition from equation 1 for (g,h,k,l)≡(g,gi,g−q,h), divide it
by the cocycle condition for (g,h,k,l)≡(g,gi,h,h−1g−qh) and take the product over
i=0, ...,p−1 on both sides, we get
p−1∏
i=0

ω(gi+1,g−q,h)ω(g,gi,g−qh)
ω(gi+1,h,h−1g−1h)ω(g,gi,g−qh) =

p−1∏
i=0

ω(g,gi,g−q)ω(g,gi−q,h)ω(gi,g−q,h)
ω(g,gi,h)ω(g,gih,h−1g−qh)ω(gi,h,h−1g−qh)

We see, that

• on the left-hand side, we have ω(g,gi,g−qh) both in the numerator and denom-
inator,
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• on the right-hand side, we have an ω(g,gi,h) in the denominator for each
ω(g,gi−q,h) in the numerator,

• for each ω(gi+1,g−q,h) in the numerator on the left, we have an ω(gi,g−q,h) in
the numerator on the right and

• for each ω(gi+1,h,h−1g−1h) in the denominator on the right, we have
ω(gi,h,h−1g−qh) in the denominator on the left.

We can now cancel these terms and rearrange the equation to

p−1∏
i=0
ω(g,gih,h−1g−qh)=

p−1∏
i=0
ω(g,gi,g−q).

We now have

C(L(p,q)) = |G|−(p+2) ∑
g,h∈G
gp=1

p−1∏
i=0
ω(g,gih,h−1g−qh)

= |G|−(p+2) ∑
g,h∈G
gp=1

p−1∏
i=0
ω(g,gi,g−q)= |G|−(p+1) ∑

g∈G
gp=1

p−1∏
i=0
ω(g,gi,g−q)
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4.2 The lens spaces L(5,1) and L(5,2)

We will now show that Turaev-Viro-Barret-Westbury invariants can distinguish non-
homeomorphic topological spaces with the same homology and homotopy groups by
looking at the spaces L(5,1) and L(5,2). Let G=Z/5Z. Every element of Z/5Z
satisfies the condition 5g=0. From [EGNO15, equ 2.34], we know that the 3-cocylces
on Z/5Z are given by

ω(g,h,k)=exp
(

2πir[g]([h]+[k]−[h+k])
25

)

for r∈{0,1,2,3,4}, where [·] maps each element of Z/5Z onto its smallest non-
negative representative in Z. For r=1 we have

C(L(5,q)) = 1
56

4∑
g=0

4∏
j=0

exp
(

2πig([jg]+[−qg]−[(j−q)g])
25

)

= 1
56

4∑
g=0

exp
2πig

25

4∑
j=0

[jg]+[−qg]−[(j−q)g]


C(−L(5,q)) = 1
56

4∑
g=0

exp
−2πig

25

4∑
j=0

[jg]+[−qg]−[(j−q)g]
,

so the invariant of L(5,q) with opposite orientation is the complex conjugate of
C(L(5,q)). If we now put q=1,2 into the above formula, one can compute

C(L(5,1))=C(−L(5,1))=
√

5
56 6=−

√
5

56 =C(L(5,2))=C(−L(5,2)).

If L(5,1) and L(5,2) were homeomorphic, we could choose the same triangulation
and orientation for both of them and their invariants would be equal. But since
the invariant of L(5,1) with any of the two possible orientations is not equal to the
invariant of L(5,2) with any orientation, L(5,1) and L(5,2) are not homeomorphic.
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